
Interpretability of 
Deep Learning



What is interpretability?

Definition of interpretability is not strictly formalized, but there 
are two distinguishable views of this concept [1, 2, 8]:


• model transparency (as the opposite of black-box) - 
understanding model internals 


• justification of model predictions




Importance of the problem

• Better interpretability helps with testing NNs for unexpected behavior 
which is crucial for critical applications. 
(difficulties of testing are compounded by the vulnerability to 
adversarial examples [4] 
Although, techniques like in [3] can address issues of testing without 
improving interpretability) 


• If used data falls under EU General Data Protection Regulation, data 
owner can use his “right to explanation” [5]


• Better interpretability allows to leverage human prior knowledge in 
case of selecting between different models, while a performance 
metric can be potentially misleading (as a result of overfitting or 
discrepancies between a chosen optimized metric and desired model 
properties) [8] 



Generating Visual Explanations

• Authors combined image recognition and image-captioning 
approaches and  proposed a model for generating visual 
explanations which are both image-specific and class-
discriminative.

[6] L. A. Hendrics, Z. Akata, M. Rohrbach, J. Donahue, B. Schiele, T. Darell, “Generating Visual Explanations”,  
in proc. of the European Conference on Computer Vision, 2016



Visualizing Recurrent Networks

• Character-level language model 
(CLM) predicts next character 
based on previous sequence


• Authors have trained  different 
CLMs (LSTM, RNN, GRU) on 
English version of Leo Tolstoy’s 
War and Peace novel and 
source code of the Linux 
Kernel to study RNN behavior


• Authors have identified multiple 
interpretable long-range LSTM 
cells 

[7] A. Karpathy, J. Johnson, Fei-Fei Li, “Visualizing and Understanding Recurrent Networks”,  
CoRR, vol. abs/1506.02078, 2015  

Also Karpathy did a talk on introduction to RNNs and results obtained in this paper  
https://skillsmatter.com/skillscasts/6611-visualizing-and-understanding-recurrent-networks

Several examples of cells with interpretable activations discovered in  
best Linux Kernel and War and Peace LSTMs.  
Text color corresponds to tanh(c), where -1 is red and +1 is blue. 


https://skillsmatter.com/skillscasts/6611-visualizing-and-understanding-recurrent-networks


Local Interpretable Model-agnostic 
Explanations (LIME)

• Authors have proposed a method for justifying prediction of any classifier by 
finding an interpretable model (e.g. linear) over interpretable representation 
which is locally faithful 


• Interpretable representation needs to be chosen for every task individually and 
can differ from features used for prediction  
(e.g. super-pixel for image classification or bag-of-words for text classification)

[8] M. T. Ribeiro, S. Singh, C. Guestrin “Why Should I Trust You?: Explaining the Predictions of Any Classifier”,  
in proc. of the 22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, 2016



Summary

• Today most of the approaches focus on interpretability of 
predictions for supervised learning task, especially in the 
domain of computer vision


• Models for other tasks are still considered as black boxes
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